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1. Introduction

In 2004, Yeh and Cantor obtained pioneering results on multicomponent equiatomic metallic alloys. They showed that such alloys are able to form random solid solutions with highly symmetrical crystal lattices (FCC or BCC). Since then, this kind of compounds has drawn significant attention of scientific and engineering communities. These alloys contain at least four principle elements with concentrations between 5 and 35 at.%. This class of compounds is referred to as high-entropy alloys (HEA) due to large configurational entropy in comparison with conventional alloys. However, it has been shown that configurational entropy does not always govern phase composition of HEAs. Other factors should also be considered, e.g., mixing enthalpy, vibrational and electronic entropy, etc. Several strategies have been proposed for prediction of phase composition of HEAs [7-14]. Nevertheless, none of these approaches are capable of accurate prediction of structures and phase compositions of HEAs.

The interest in HEAs is rapidly increasing due to outstanding properties of some of the investigated alloys [4]. For example, the equiatomic Cantor alloy CoCrFeMnNi exhibits a fine combination of mechanical properties such as extreme ductility [15,16], high tensile strength [17,18], hardness [19] and high fracture resistance at cryogenic temperatures [16,18]. Refractory MoNbTaVW has an almost constant yield strength at elevated temperatures [20]. AlCoCrFeNi has a high fatigue resistance [21] and both CoCrFeNiTi and AlCoCrFeNiTi have an excellent wear resistance [22]. Moreover, it was shown that the Cantor alloy and similar HEAs demonstrate high resistance to radiation-induced degradation processes such as swelling [23,24], hardening [24,25] and segregation [26].

CoCrFeNi (CCFN) is one of the most studied HEA. The phase composition of CCFN was investigated by standard (XRD) and energy-dispersive X-RAY (EDX), neutron diffraction and high-angle annular dark-field imaging (HAADF). In most of the works, it was demonstrated that CCFN forms a single-phase solid solution [14,27-29]. However, there are several experimental evidences of a more complex phase composition of CCFN. For instance, high-energy XRD analysis has shown the presence of two FCC lattices with close values of lattice constants [30]. Moreover, HAADF and EDX analysis has revealed precipitation of Cr atoms [31] and local ordering of Cr in CCFN [32].

CCFN was also extensively investigated by numerous theoretical approaches such as thermodynamic calculations (TC) [3,33], classical molecular dynamic (MD) [34,35], density functional theory [7,32,36], quantum MD (QMD) [37,38] and DFT coupled to Monte-Carlo (AIMC) [39]. However, the major drawbacks of these approaches are low accuracy in the case of TC, and small time and space scales for MD, QMD and AIMC. Therefore, a new approach capable of accurate prediction of HEA’s phase composition is required. Ideally, the approach should combine the ability to cover large time and space scales with the accuracy of DFT. Good candidates are machine-learning techniques which have recently become popular in materials science [40-42].

In this work, we applied the low-rank potential [41] in the on-lattice formulation to investigate the thermodynamic stability of the CCFN solid solution in a wide range of temperatures.
2. Computational details

Several types of computations were performed in this work. First, DFT calculations were carried out to create a database of configurations (see Section 2.1). Subsequently, the database was used to parametrize a machine-learning interatomic potential (see Section 2.2). Finally, the potential was embedded into the on-lattice Metropolis Monte-Carlo code [43] (see Section 2.3). The calculation details of each step are described in the following subsections.

2.1. Ab initio calculations

DFT calculations were performed using Vienna Ab-Initio Simulation Package (VASP) [44,45] with the projector augmented wave pseudopotentials [46,47]. The Perdew-Burke-Ernzerhof version of the generalized gradient approximation was used as the exchange-correlation functional [48]. The simulation cell contained 32 atoms that formed FCC lattice. Atoms were distributed randomly in the lattice sites. The plane-wave cut-off energy was set to 350 eV and the Monkhorst-Pack k-point mesh of the size 3 × 3 × 3 was used to achieve the 1 meV/atom convergence criterion. The Methfessel-Paxton technique [50] was applied for the reciprocal space energy integration. All the DFT calculations were performed at 0 K with relaxation of ions. Magnetic interactions were also accounted for. The details of the calculations of magnetic configurations are outlined in the Supplementary Materials.

FeNi and CoCrFeNi were investigated in this work. We created two databases for each of the systems: a training and a validation set. The training set was used for the parametrization of the machine-learning interatomic potential. The training set contained 200 and 2000 configurations for FeNi and CoCrFeNi, respectively. The validation set was used for the estimation of errors of the potential. The validation set contained 200 configurations for each system.

The configurations for both of the systems were generated in the following way. In order to represent random solid solution, constituent elements of the system were randomly distributed in the sites of FCC lattice structure. The concentration of each of the elements was in the range from 3 to 90%.

2.2. Machine-learning interatomic potential

We used the low-rank potential (LRP) representation [41] in order to parametrize the DFT data. LRP belongs to a class of on-lattice machine-learning interatomic potentials. Application of LRP implies several assumptions. Firstly, it is proposed that atoms are located in the crystal lattice sites. Secondly, the total energy of the system \( (E_{\text{total}}) \) is represented as a sum of contributions of individual atomic environments \( (E_i) \):

\[
E_{\text{total}} = \sum_{i=1}^{N} E_i
\]

where \( N \) is the number of atoms in the system, \( E_i \) is represented as a function of atomic types of the nearest neighbors of the \( i \)-th atom:

\[
E_i = V(\sigma_1, ..., \sigma_n),
\]

where \( \sigma_1, ..., \sigma_n \) are the types of the nearest neighbors \( (n = 12 \) for the FCC lattice), \( V(\sigma_1, ..., \sigma_n) \) is the interatomic potential. Finally, \( V(\sigma_1, ..., \sigma_n) \) is assumed to have a low rank representation in the tensor-train format [41]. In other words, \( V \) has the following form:

\[
V(\sigma_1, ..., \sigma_n) = \prod_{i=1}^{n} A^{(i)}(\sigma_i),
\]

which is a multiplication of tensors \( A^{(i)}(\sigma) \) of different ranks. The maximum rank of \( A^{(i)}(\sigma) \) was 12 in this work. The coefficients of the \( A^{(i)}(\sigma) \) are found by minimization of the mean-squared error:

\[
1 \over K \sum_{k=1}^{K} (E(\theta^{(k)}) - E_{\text{train}}(\theta^{(k)}))^2,
\]

where \( K \) is the number of configurations in the training set, \( \theta^{(k)} \) is the \( k \)-th configuration, \( E(\theta^{(k)}) \) and \( E_{\text{train}}(\theta^{(k)}) \) are the energies of the configuration predicted by LRP and DFT, respectively.

2.3. Monte-Carlo calculations

The SPPARMS simulation package [43] was used to perform on-lattice Metropolis Monte-Carlo calculations. The simulation cell contained 13500 FCC lattice sites and had the form of a cube with the length of an edge of 15 lattice periods or approximately 53 Å. Periodic boundary conditions were applied along the three dimensions.

For a given temperature, two types of the initial distribution of atoms were used for calculations: regular solid solutions and perfectly ordered systems. For the purpose of simulation we consider that the ordered FCC lattice consist of four simple cubic sublattices. Each of the sublattices was occupied by the atoms of the same type. The two initial conditions were used in order to verify that the systems achieved thermodynamic equilibrium. We assumed that the equilibrium was reached if the energies of both of the systems were close to each other during \( 10^3 \) swaps per atom, or more.

2.4. Short range order parameter

The Warren-Cowley short-range order (SRO) parameters [51] were used to assess the local degree of order. The SRO parameter \( \alpha_{A-B} \) for the binary A-B system is defined by the following formula:

\[
\alpha_{A-B} = 1 - {P_{AB}} \over c_B
\]

where \( P_{AB} \) is the conditional probability of finding a B atom among the nearest neighbors of an atom A, \( c_B \) is the concentration of B atoms.

The correlation between the SRO parameter and the local distribution of atoms can be illustrated by the following examples. If an A atom is mostly surrounded by the atoms of the same type, then the \( P_{AB} \) is close to zero, and hence the SRO parameter is close to 1. If A and B atoms are distributed randomly, then the \( P_{AB} \) equals to \( c_B \) in Eq. (5), and the SRO parameter is close to zero. If an A atom is mostly surrounded by the atoms of the B type, then the SRO parameter has a negative value.

The SRO parameter in Eq. (5) is defined for a pair of elements. Therefore, an alloy with \( N \) component is characterized by the set of \( \binom{N}{2} \) SRO parameters, one for each pair of the components. Similarly to the case of binary systems, if \( \alpha_{A-B} \) is close to zero in the multi-component system then corresponding atoms form a random solid solution. A positive value represents the tendency for formation of clusters of A atoms, and a negative one indicates formation of intermetallic compounds.

Note that described behavior of \( \alpha_{A-B} \) is true only if the A and B atoms have different types. In case of similar type of the atoms a positive value of SRO corresponds to formation of the sublattice, and a negative value indicates the presence of clusters in the system.

2.5. Validation of the LRP

LRP was validated by testing it on the binary FeNi system. We chose FeNi as the test system due to several reasons. Firstly, it contains the same elements as CCFN. Secondly, both FeNi and CCFN have FCC lattice symmetry. Finally, a large amount of experimental and theoretical data for FeNi is available in literature. Therefore, it can be used for verification of our results. Several tests were performed for FeNi in order to validate the applicability of LRP for the investigation of local ordering. First of all, the energies of the configurations from the validation set were calculated via LRP and DFT. The obtained data were used to determine the LRP energy errors. Secondly, the FeNi mixing...
enthalpy was calculated via LRP and compared with the results of the DFT calculations. Finally, the order-disorder transition temperature of FeNi3 was evaluated and compared with the experimental data. The main results of these tests are discussed below.

2.5.1. Comparison with ab initio calculations

Potential energies of the configurations from the FeNi and CCFN validation sets were computed via LRP and DFT. The histogram on Fig. 1 illustrates the resulting distribution of LRP errors with respect to DFT. The corresponding root-mean-square errors are 1.2 and 2.8 meV/atom for FeNi and CCFN, respectively. Therefore, it can be concluded that LRP accurately reproduces potential energies of binary and multicomponent alloys.

It should be noted that the values of the error we achieve with LRP is generally smaller than what is typically reported in literature for cluster expansion. For instance, for the refractory HEA MoNbTaVW the cluster expansion error was 8 meV/atom.

2.5.2. Mixing enthalpy of FeNi

Next we calculated the enthalpy of mixing of FeNi via LRP and DFT. The obtained results were compared with the existing data [7,52,53]. The enthalpy of mixing of an alloy was determined by following formula:

$$\Delta H_{\text{mix}} = E_{\text{alloy}} - \sum_{k=1}^{K} c_k E_k,$$

where $E_{\text{alloy}}$ is the potential energy of an alloy, $E_k$ is the energy value of the pure $k$-th component, $c_k$ is the concentration of the $k$-th component in an alloy, $K$ is the number of component in an alloy. It should be noted that constituent elements of FeNi (with FCC lattice) have different lattice structures (BCC and FCC for Fe and Ni, respectively). Therefore, in order to correctly compare mixing enthalpy with the results of other approaches [54], potential energy of Fe in FCC lattice structure was taken as potential energy of pure Fe.

Fig. 2 shows the compositional dependence of the mixing enthalpy of FeNi. The data was obtained via DFT, LRP and an EAM potential [52]. The results of magnetic cluster expansion (MCE) calculations [53] are also presented. Each point of the DFT and the LRP series was obtained by averaging over 15 different random solid solution configurations. The agreement between the DFT and the MCE results is slightly worse. The EAM-potential reproduces the DFT data poorly.

2.5.3. Order-disorder transition temperature of FeNi3Lg

It is known that FeNi3 has the phase transition from the ordered L12 structure to a random solid solution [55]. We employed the Warren-Cowley SRO parameter (Eq. (5)) in order to determine the order-disorder transition temperature of FeNi3.

Fig. 3 illustrates the results of our calculations as well as the heat flow measured by differential scanning calorimetry (DSC) [55]. The experimental data suggests that the disordering begins at the onset temperature of 508°C. The heat flow reaches its maximum value of 1.2 W/g at the transition temperature of 609°C. In the LRP calculations, the ordering was investigated with the help of $\alpha_{\text{Fe}-\text{Ni}}$. The SRO parameter gradually rises with temperature up to 600°C. The further increase of temperature from 600 to 640°C leads to a significant raise of the SRO value. Finally, the order parameter remains almost constant at temperatures higher than 650°C. Hence, we conclude that the transition occurs between 600 and 640°C.

In order to determine the transition temperature more precisely, we analyzed the temperature dependence of the potential energy of the system. It can be seen from Fig. 3 that the SRO parameter correlates with the energy of the system. This correlation is expected for binary systems because both energy and SRO parameter are determined by local atomic environments. In order to determine the precise value of the transition temperature, the temperature derivative of the energy was calculated. The derivative has a sharp and narrow peak at 630°C.
which corresponds to the transition temperature.

Fig. 4 demonstrates the variation of the potential energy of the system during calculations for three different temperatures. It can be seen that the energy of the system remains almost constant at 635°C. The analysis of the atomic positions in the simulation cell revealed that this behavior corresponds to the formation of a random solid solution. Similar behavior was observed at 625°C, but the solution is mostly ordered in this case.

In calculation at 630°C, the energy oscillates between the values obtained in computations at 625°C and 635°C. It means that the ordered regions are constantly formed and dissolved in the simulation cell. Indeed, the energy of the ordered FeNi$_3$ structure is lower then the energy of disordered one by 45 and 47 meV/atom in LRP and DFT calculations, respectively. The configurational entropy difference between these structures is $0.562 \times R$ which is approximately 43 meV/atom at 630°C.

These results support our conclusion that calculated order-disorder transition temperature in FeNi$_3$ is close to 630°C. This value differs from the experimental one by only 20 K (or 1.7 meV/atom) which is comparable with the LRP error discussed in Section 2.5.1. In summary, LRP allows us to accurately reproduce the experimental data and the results of DFT calculations for FeNi.

3. Results and discussion

Ordering of CCFN was characterized by the $\alpha_{\text{Cr-Cr}}$, $\alpha_{\text{Fe-Fe}}$, $\alpha_{\text{Ni-Ni}}$ and $\alpha_{\text{Co-Co}}$ SRO parameters calculated for temperatures from 100°C to 1600°C. The corresponding data are shown on Fig. 5. It can be seen that the SRO parameter for Fe atoms decreases rapidly as the temperature increases to 600°C. After that, this parameter steadily goes down during the subsequent heating. The analysis of the atomic positions showed that this behavior corresponds to the disordering of a simple cubic sublattice of Fe atoms which is formed at temperatures below 300°C. To illustrate the formation of the sublattices, Fig. 6 shows a snapshot of the $5 \times 5 \times 5$ area of the simulation cell with Fe (small blue spheres) and Cr (big red spheres) obtained at 200°C. Co and Ni atoms are not shown for clarity. It is clearly seen from the figure that Fe and Cr atoms form simple cubic sublattices. These sublattices steadily dissolve with
temperature as it is shown on Fig. 5. The Fe sublattice disappears at 600°C. Further rise of temperature leads to a fairly random distribution of Fe atoms in the simulation cell. The subsequent decrease of the SRO parameter is attributed to dissolving of the Cr sublattice due to mutual dependence of all SRO parameters. As it is shown on Fig. 5, the $\alpha_{\text{Cr-Co}}$ parameter has the profile similar to $\alpha_{\text{Fe-Co}}$ in the whole temperature range. The Cr sublattice is stable up to 1230°C. The SRO parameters for Co and Ni atoms are lower than those for Fe and Cr atoms. This indicates that Co and Ni atoms are distributed relatively randomly in the simulation cell and do not form sublattices or clusters.

Additional DFT calculations have been performed in order to verify the LRP results. Particularly, the following types of configurations were considered: (i) random solid solution, (ii) chromium sublattice (Fe, Co, Ni atoms are distributed randomly in the FCC lattice sites), (iii) chromium and iron sublattices (Ni and Co atoms are distributed randomly in the FCC lattice sites). The calculations were performed via DFT for 50 different configurations for each of the three cases. As a result, the DFT calculations showed that the energies of (ii) and (iii) are lower than the energy of (i) by 72 and 96 meV/atom, respectively. LRP yields similar values of energies for these configurations, particularly 74 and 97 meV/atom. Therefore, the results of the DFT calculations confirm the conclusion that Fe and Cr atoms form sublattices in CCFN at low temperatures.

Similar results were obtained in Refs. [32,39] by means of DFT and DFT coupled with Monte-Carlo, respectively. In Ref. [32] it was demonstrated that the DFT calculations demonstrate that chromium atoms form an L12 structure (simple cubic sublattice). Ordering of other elements was not observed. However, the major drawback of calculations in this work is the small size of the simulation cell (120 atoms). Moreover, only individual configurations were considered in that paper, and the evolution of atomic structure was not studied. In Ref. [39], Tam et al. demonstrated that the ordering of iron and chromium atoms occurred in CCFN at temperatures up to 227°C and 927°C, respectively. However, the major drawback of this paper is also the small size of system (108 atoms). Moreover, only 2000 steps have been performed in the Monte-Carlo calculations [39] with only 18 swap trials per atom. Therefore, thermodynamic equilibrium might not have been achieved due to such a small number of swap trials. Finally, these Monte-Carlo calculations have been carried out for only three temperatures, which is not sufficient to accurately determine order-disorder transition temperature of the alloy. These drawbacks were avoided in the present work by numerous (85 different temperatures) long-time ($10^4$ swap trials per atom) calculations for large systems (13500 atoms).

Contradictory results were reported in the experimental studies of CCFN [29,32]. For instance, the formation of sublattices was not revealed by XRD and ND in Ref. [29]. On the other hand, the results of the HAADF investigation [32] suggested that the ordering of chromium atoms takes place. We estimated the number of atomic displacements during the preparation of the samples in the experiments [29,32]. For a given diffusion coefficient, the number of atomic displacements can be estimated as:

$$N_{\text{jump}} = \frac{6D\text{t}_{\text{anneal}}}{\Delta^2},$$

where $t_{\text{anneal}}$ is the annealing time, $\Delta$ is the distance between the nearest neighbors, $D$ is a self-diffusion coefficient. The diffusion coefficient of Ni in CCFN was determined in Ref. [56]. This value was used as an estimation of the average self-diffusivity of CCFN. As a result, the numbers of displacements per atom are of the order of $10^3$ and $10^4$ for the annealing conditions employed in Refs. [29,32], respectively. It can be seen that the number of displacements per atom in Ref. [32] (the HAADF study) is 100 times greater than in Ref. [29] (the XRD study). Moreover, the microscopic HAADF investigation revealed only partial ordering of Cr atoms. Indeed, the small ordered domains were surrounded by a random solid solution. It means that even small ordered regions might not be formed due to the insufficient annealing time in Ref. [29].

Let us now compare the described results of the experiments with our findings. In general, the results of the LRP calculations qualitatively correspond to the HAADF findings. However, the obtained long-range ordering of Cr atoms (LRP) contradicts to the formation of small ordered domains (HAADF). This difference might be attributed to the change of magnetic contribution to total energy. Indeed, LRP reproduces the DFT energies obtained at absolute zero where magnetic interactions are strong. The magnetic contribution decreases significantly near the Curie temperature of CCFN which is approximately $-140\, \text{C}$ [57]. Therefore, the energy value at temperature from 100°C to 1600°C is expected to differ from the one from DFT calculations. This difference might change the long-range ordering of chromium atoms to the short-range one and decrease the melting temperature of the chromium sublattice.

As it was mentioned above, the phase composition of CCFN was investigated by diffraction techniques in Refs. [29,31]. Ordering of CCFN was not observed in these papers. It might be attributed to the fact that thermodynamic equilibrium was not reached during the samples preparation. Moreover, the registration of the sublattices could be challenging for the diffraction techniques even in the case of long-range ordering. To illustrate that, we performed a simulation of the XRD powder diffraction in the Mercury code [58]. The parameters of the simulation were chosen in accordance with the experimental values [29]: the wavelength of XRD was 1.7435Å, the corresponding energy was 7,112 keV.

Fig. 7 illustrates the results of the simulation for the configuration with the Cr sublattice (other elements form random solid solution). It can be seen from Fig. 7 that the intensity of the sublattice peaks reaches only 0.5% of the intensity of the main FCC lattice peaks. The low intensity of the sublattice peaks is caused by the similarity of the values of Cr, Fe, Co and Ni form-factors. However, the noise level is approximately 4–5% of the intensity of the main peaks [29,31]. Therefore, the noise level is higher than the intensity of the sublattice peaks in XRD studies. On the other hand, the neutron scattering form-factors of CCFN elements differ significantly from each other. However, several ND experiments also did not reveal sublattice peaks [29,30]. These peaks might not be detected due to the low angular resolution of the experimental diffraction patterns. Hence, high-precision experiments with
a low noise level are required to detect ordering of CCFN by diffraction techniques.

4. Conclusions

In this work, we investigated a short range ordering in the CoCrFeNi high-entropy alloy in a wide range of temperatures. We employed LRP, a novel on-lattice machine-learning interatomic potential. The proposed approach was validated by the comparison with the results of DFT calculations and experimental data for binary FeNi. For CCFN, it was found that iron and chromium atoms form sublattices up to 600°C and 1230°C, respectively. The obtained results are consistent with the findings of other authors. In particular, the HAADF experiments on CCFN indicate the presence of the domains with ordered chromium atoms. On the other hand, the XRD studies suggest that CCFN is a random solid solution at 1000°C. However, the noise level of the XRD pattern is 4–5% and by an order of magnitude higher than the intensity of the sublattices peaks. The neutron diffraction studies also did not detect any sublattice peaks, possibly due to insufficient angular resolution of the experimental diffraction patterns. Thus, further theoretical and experimental investigations are required in order to understand the ordering behavior of CCFN.
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